
Main contributions: 
Ø We conduct the first systematic analysis of FRL's 

robustness, uncovering a critical vulnerability within 
the framework. 

Ø Based on the results of the analysis, we design and 
implement a new attack (VEM) that targets and 
effectively manipulates the vulnerable edges. 

Ø Extensive experiments across different network 
architectures and datasets demonstrate that our VEM 
significantly outperforms SOTA attacks.
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2. Our work

1. Problem statement  
Ø FRL is a promising FL training framework, designed to 

address communication bottlenecks and improve system 
robustness against poisoning attacks. 

Ø It shares edge ranking to server for aggregation. 
Ø The server uses majority voting to get the global ranking.
Ø The global ranking is used to select the subnetwork.

4. Results

Our VEM unfolds in three main stages: vulnerable edge identification, optimization, and 
malicious update generation. In the first stage, the adversary aims to identify vulnerable edges 
within each layer using Theorem 1 . Once the vulnerable edges are identified, the adversary 
extracts the ranking of those vulnerable edges to form vulnerable matrices. In the optimization 
stage, the adversary aims to target those vulnerable edges and form the optimization function 
such that the global model's reputation of those vulnerable edges deviates significantly from 
their original values. To solve the optimization function, we use the Gumbel-Sinkhorn method to 
convert a discrete problem into a continuous problem. After the optimization process, we use 
the optimized parameter to generate malicious vulnerable matrices, which are then used to 
produce malicious updates.

Vulnerable Edge Manipulation (VEM):

We observe that FRL is not inherently robust, and there are 
specific edges that are particularly vulnerable to poisoning 
attacks (vulnerable edges).
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Defenses: Comparison with the State-of-the-art attacks
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It achieves 53.23% attack impact and is 
3.7x more impactful than others.

Attack impact.                                                            Edge cross rate.

Ø Why is it robust against client-side poisoning attacks?

Ø Discrete update narrows the potential space for 
malicious updates from an infinite range to n!, 
effectively bounding the adversary’s damage 
within a defined budget. 

Ø Discrete updates also make existing 
optimization-based model poisoning attacks 
inapplicable directly. 

Ø It utilizes majority voting to get the global 
ranking. This approach prevents malicious 
clients from making significant adversarial 
modifications to the global model, as each 
client only has a single vote.
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